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The implementations described in here were done using Java 12 without the use of external libraries. All instructions for running the files are located in the README.
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# Okapi BM25 Ranked Retrieval

Okapi BM25 (BM25) is a probabilistic ranked retrieval function that was developed for use in estimating relevance of documents in a collection with regards to a given search query. The version of BM25 that was implemented in this program was simplified to:

The terms are defined as:

* Q is a query consisting of terms t
* Dd is a document in the collection
* N is the number of documents in the collection
* fd,t is the number of occurrences of t in d
* ft is the number of documents containing term t
* Ld and AL are the document length and average document length, measured as the number of characters in the data file.
* k1 and b are parameters that are initially be set as k1 = 1.2 and b = 0.75

## Implementation

The implementation of BM25 in this program was done using the standard Java *Math Package* (Oracle, n.d.). Reading the supplied equation, an implemented equation was created with the required variables supplied via the arguments. Changes were required to be made to the Indexing files to record the size of each individual document in the mapping file. This was done to correctly implement the BM25 function for each document.

Indexing. The changes to the indexing modules were required to perform the calculation of BM25. Changes included the recording of document content lengths, including the data between the ‘heading’ and ‘text’ tags in the original document collection. These values were recorded together with the mapping information of the raw document identifiers and the uniquely generated identifiers of the indexing program (Chew, 2019).

### **Querying Process.**

Stopping. The process that query terms were subjected to firstly include a stopping of the terms, ensuring the format of the query terms are consistent with the indexed documents. This process employs a method originally created for indexing but has been utilized here in the same fashion for the query terms.

File Handling. Next the lexical and mapping data are read from their respective files into memory of the program. This is done using standard Java IO, similarly done to the indexing portion of the program. The main different in this implementation would be the extra recording of the document weights, as lengths of the document and the averaging of the weights.

Similarity Scoring. After the intake of the required inverted list information, the query processing module is created using the inverted list data. Post-creation, the query terms are then processed one-by-one through the documents and calculations to find all relevant documents for the term and to calculate the partial accumulator scores for the documents. The process in which this has been done is through simply iterating through each term and running the process with the term. Over each term the similarity score is then accrued, run through a min-heap, and finally returned to the main function to be presented to the user.

## **Data Structures and Algorithms.**

Min-Heap. Data structures of interest in this implantation would involve the use of the Priority Queue as an implementation of a min-heap. This was used as a simple method of sorting the data organically without the use of a dedicated sorting function.

Accumulator. Another data structure that is crucial to the functionality of the program is the implementation of the Accumulator (util.Accumulator). In practice this structure is purely a container of data, however to allow the structure to be compatible with the Priority Queue, there needed to be a proper definition of being able to determine which accumulator was of higher value. In this case, this was achieved by extending the Comparable class and overriding the ‘compareTo’ method. This implementation of the accumulator allowed for the internal heapification of the inputted accumulators in the Priority Queue.

Advanced IR Feature

# Automatic Query Expansion

Automatic Query Expansion (AQE) defines a method in which the original query is reformed to a state that includes a higher number of query terms to search. This is a form of pseudo-relevance feedback (Claudio Carpineto, 2012) where it is assumed that documents that are relevant to the query will contain other terms related to the original search query (Olalere A. Abass, 2017).

## Achievement Goals

The aim of this feature is to increase the effectiveness of the Information Retrieval system whereby the returned documents are ranked more effectively so that documents that were initially passed as not relevant that in reality have higher relevancy are returned.

## Implementation

This feature was implemented by building upon the initial BM25 program. The separation of methods was achieved using command line arguments.

Indexing. For this implementation, additional changes were needed to be done to the indexing module of the program. Specifically, locations of document positions in the original collection were needed to be recorded (DocumentHandler: 115, DocumentHandler: 143). This was to allow for AQE to be done with pseudo-relevance feedback, where the document contents are added and processed with the below implementation (Claudio Carpineto, 2012).

Querying Process. The changes to the search function included a second pass of query terms after expansion. The documents were extracted from the read from the original document collection and were stopped. These words are then processed using the TSV calculation:

Using this calculation in a min heap structure, the most relevant terms were selected, the number based on the . After selecting the terms, the new query terms are passed through the ranked searching algorithm again. This time, the new query terms’ similarity score were calculated using the Robert-Sparck Jones score.

Using this measure, the similarity scores are calculated and reduced by a third to reduce the power of the new terms. After which the top accumulators will be selected identical to the basic ranked search, and returned to the user with the original queries.

Evaluation

|  |  |
| --- | --- |
| foreign minorities germany | |
| java Search -BM25 -n 20 -l lexicon -i invlist -m map -s stoplist -q 401 | java Search -BM25 -n 20 -l lexicon -i invlist -m map -s stoplist -q 401 -a 10 25 ./../../../IIDocs/latimes |
| 401 LA101790-0075 1 13.562  401 LA021890-0100 2 13.24  401 LA050690-0109 3 12.442  401 LA100890-0131 4 12.422  401 LA040789-0015 5 12.238  401 LA021490-0049 6 12.127  401 LA031590-0102 7 11.992  401 LA111089-0188 8 11.911  401 LA071890-0073 9 11.911  401 LA020789-0133 10 11.843  401 LA050790-0042 11 11.746  401 LA060890-0011 12 11.731  401 LA082789-0152 13 11.654  401 LA021190-0168 14 11.629  401 LA040590-0157 15 11.463  401 LA050390-0176 16 11.42  401 LA062290-0172 17 11.419  401 LA112189-0066 18 11.413  401 LA030990-0189 19 11.393  401 LA050990-0043 20 11.356  938 ms | 401 LA101790-0075 1 14.389  401 LA021890-0100 2 13.24  401 LA050690-0109 3 12.442  401 LA100890-0131 4 12.422  401 LA040789-0015 5 12.238  401 LA021490-0049 6 12.127  401 LA031590-0102 7 11.992  401 LA111089-0188 8 11.911  401 LA071890-0073 9 11.911  401 LA020789-0133 10 11.843  401 LA050790-0042 11 11.746  401 LA050790-0042 12 11.746  401 LA050790-0042 13 11.746  401 LA060890-0011 14 11.731  401 LA060890-0011 15 11.731  401 LA060890-0011 16 11.731  401 LA082789-0152 17 11.654  401 LA082789-0152 18 11.654  401 LA082789-0152 19 11.654  401 LA021190-0168 20 11.629  16226 ms |

|  |  |
| --- | --- |
| behavioral genetics | |
| java Search -BM25 -n 20 -l lexicon -i invlist -m map -s stoplist -q 402 | java Search -BM25 -n 20 -l lexicon -i invlist -m map -s stoplist -q 402 -a 10 25 ./../../../IIDocs/latimes |
| 402 LA101290-0115 1 20.681  402 LA052290-0110 2 14.186  402 LA020389-0077 3 13.465  402 LA121289-0055 4 13.339  402 LA082590-0108 5 12.709  402 LA080190-0099 6 12.303  402 LA042990-0032 7 11.546  402 LA020789-0112 8 11.367  402 LA071689-0143 9 11.222  402 LA110889-0005 10 10.992  402 LA071489-0085 11 10.802  402 LA021290-0061 12 10.715  402 LA042390-0048 13 10.683  402 LA012589-0063 14 10.664  402 LA030289-0084 15 10.594  402 LA060289-0090 16 10.536  402 LA040790-0127 17 10.517  402 LA051689-0102 18 10.453  402 LA020789-0113 19 10.448  402 LA051389-0010 20 10.302  719 ms | 402 LA101290-0115 1 22.751  402 LA052290-0110 2 14.186  402 LA121289-0055 3 13.606  402 LA020389-0077 4 13.465  402 LA080190-0099 5 13.054  402 LA082590-0108 6 12.709  402 LA042990-0032 7 12.116  402 LA020789-0112 8 12.106  402 LA071689-0143 9 11.222  402 LA110889-0005 10 10.992  402 LA071489-0085 11 10.802  402 LA071489-0085 12 10.802  402 LA071489-0085 13 10.802  402 LA021290-0061 14 10.715  402 LA021290-0061 15 10.715  402 LA021290-0061 16 10.715  402 LA042390-0048 17 10.683  402 LA042390-0048 18 10.683  402 LA042390-0048 19 10.683  402 LA012589-0063 20 10.664  8025 ms |
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